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ABSTRACT

We present a powerful new account of multi-agent knowl-
edge in the situation calculus and an effective reasoning
procedure for handling knowledge queries. Our approach
generalizes existing work by reifying the observations made
by each agent as the world evolves, allowing for agents that
are partially or completely unaware of some of the actions
that have occurred. This also enables agents to reason ef-
fectively about knowledge using only their internal history
of observations, rather than requiring a full history of the
world. The result is a more robust and flexible account
of knowledge suitable for use in partially-observable multi-
agent domains.
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1. INTRODUCTION

The situation calculus [3], extended with knowledge [4]
and concurrent actions [5], provides a rich formalism for
modeling complex domains such as multi-agent systems. How-
ever, existing techniques for effective reasoning require an
omniscient viewpoint, with queries posed relative to the cur-
rent situation. This makes it difficult for situated agents to
reason about their environment unless they have a complete
history of the world, which is unrealistic in many domains.

‘We overcome this limitation by explicitly reifying the ob-
servations made by each agent as the world evolves. Knowl-
edge is axiomatised such that each agent considers possi-
ble any situation compatible with what it has observed.
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We then extend the traditional definition of regression over
knowledge queries to operate using the agent’s history of ob-
servations rather than a full situation term. Our approach
thus allows a situated agent to reason effectively about its
own knowledge of the world even when it is only partially
aware of the actions that have occurred.

2. BACKGROUND

Our work utilizes the situation calculus [3] enriched with
concurrent actions [5] and multiple agents. A basic action
theory is represented by D. We utilize the notion of ac-
tion description predicates as in [1], which include the fa-
miliar action possibility predicate Poss. The ordering re-
lation s <, s’ should be read as “s’ is in the future of s,
and all intermediate actions satisfy «”. Situations satisfy-
ing So <poss § are termed “legal situations” and are iden-
tified using Legal(s). The uniform formulae [3] represent
properties of the state of the world. We write ¢ for an arbi-
trary uniform formula and ¢[s] for a uniform formula with
its situation term replaced by s.

The standard semantics of knowledge [4, 5] are based
on a “possible worlds” formulation. A knowledge fluent
K(agt, s',s) indicates that “in situation s, the agent agt
considers the alternate situation s’ to be possible”. The
macro Knows then acts as a shorthand for the standard
possible-worlds definition of knowledge:

Knows(agt, ¢, s) £ Vs' . K (agt,s',s) — ¢[s]
The successor state axiom for the knowledge fluent (with
multiple agents and concurrent actions) is:

K (agt,s",do(c,s)) =
3s'. 5" =do(c,s") A K(agt,s',s) A Poss(c,s")
A Va € c. [agent(a) = agt — SR(a, s) = SR(a,s")]

It is also necessary to permit alternate initial situations,
which are identified by Init(s). Every situation is rooted at
some initial situation, identified using Root(s).

While powerful, this formulation has an important lim-
itation: each agent is assumed to be aware of all actions
that have occurred. While this is clearly infeasible for many
multi-agent domains, it permits the regression operator (3]
to be used for effective reasoning about knowledge queries.
For formulations that do not make this assumption (see e.g.
[2]) the successor state axiom for K involves universal quan-
tification over situation terms and standard effective reason-
ing techniques cannot be applied.
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To construct a more general formalism while retaining re-
gression as a reasoning tool, we utilise the recently developed
notion of persistence condition [1]. The operator Pp(¢, a)
produces a uniform formula that will hold in s if and only
if ¢ will remain true in all future situations brought about
by actions satisfying a (we say ¢ persists under a):

D (V5.5 <a s’ — ¢[s']) = Pp(g,a)[s]

3. NEW SEMANTICS OF KNOWLEDGE

To generalize the existing account of knowledge in a robust
way, we introduce a distinction between actions, which cause
changes to the state of the world, and observations, which
cause an agent to become aware of some change in the state
of the world.

Definition 1. An observation is a notification received by
an agent that makes it aware of some change in the state of
the world. When an agent receives such a notification, we
say that it “observed” or “perceived” that observation.

For simplicity we assume that agents perceive observations
in the same instant as the actions causing them. We make
no commitment as to how these notifications are generated,
preferring a clean delineation between the task of observing
change and the dynamics of knowledge update.

Let us introduce an additional sort OBSERVATION to the
situation calculus, for the moment without commitment to-
wards what this sort will contain. We then introduce the
function Obs(agt, c,s) = o, returning a set of observations,
to mean “when the actions ¢ are performed in situation s,
agent agt will perceive the observations o”.

The concept of an observation history follows naturally -
it is the sequence of all observations made by an agent as the
world has evolved. Using € to represent the empty history,
the function ObsHist can be defined to give the observation
history associated with a particular situation:

Init(s) — ObsHist(agt,s) = €
ObsHist(agt,do(c,s)) =h = Jo.Obs(agt,c,s) = o
A (0o ={} — h = ObsHist(agt, s))
A (0 #{} — h=o0-ObsHist(agt,s)) (1)

There is a strong analogue between situations and obser-
vation histories. A situation represents a complete, global
history of all the actions that have occurred in the world,
while an observation history is an agent’s local history of all
the observations it has made. The situation is an omniscient
view of the world, the observation history a local view.

It is a basic tenet of epistemic reasoning that an agent’s
knowledge must depend solely on its local history: the knowl-
edge that it started out with combined with the observations
it has made since then. Clearly, s’ should be related to s if
their root situations are K-related, they result in the same
sequence of observations, and s’ is legal:

D = K(agt,s',s) = K(Root(s"), Root(s)) A
Legal(s') A ObsHist(agt,s') = ObsHist(agt,s) (2)
Unfortunately this formulation cannot be used directly in
a basic action theory, as these require that fluent change be

specified using successor state axioms. We must formulate
an appropriate axiom for K which enforces equation (2).

We first introduce PbU(agt,c,s) as a notational conve-
nience for “possible but unobservable”, indicating that the
actions ¢ are possible in s, but no observations would be
perceived by the agent agt if they are performed:

PbU (agt, ¢, s) = Poss(c, s) A Obs(agt,c,s) ={} (3)

By stating that s <pyy(agr) s’ we assert that an agent
would perceive no observations were the world to change
from situation s to s’. If it considers s possible then it
must also consider s’ possible. Following this intuition, the
successor state axiom below captures the desired dynamics
of K:

K(agt,s" do(c,s)) =
[Obs(agt,c,s) = {} — K(agt,s",s)]
A [Obs(agt,c,s) #{} —
3¢, s". Obs(agt, c’, s') = Obs(agt, c, s)
APoss(c',s') N K(agt,s', s) Ado(c',s") <pbvagn ']  (4)

If ¢ was totally unobservable, the agent’s state of knowl-
edge does not change. Otherwise, it considers possible any
legal successor to a possible alternate situation s’ that can
be brought about by actions ¢’ that result in identical ob-
servations. It also considers possible any future of such a
situation in which is would perceive no more observations.

Since situations satisfying So <pyv(agr) s holds must be
K-related to S for equation (2) to be satisfied, we cannot
use K to encode the agent’s initial knowledge. We introduce
K for this purpose as follows:

Init(s) —
K(agt,s",s) = 3s’" . Ko(agt,s',s) A s’ <PbU(agt) s"(5)

This axiomatisation is enough to ensure that knowledge
meets to requirements set out in equation (2).

THEOREM 1. For any basic action theory D aziomatising
knowledge according to equations (4,5):

D | K(agt,s',s) = K(Root(s"), Root(s)) A
Legal(s') A ObsHist(agt,s') = ObsHist(agt, s)
PROOF. Straightforward, using equations (1,3,4,5). [

Using this new formulation, an agent’s knowledge is com-
pletely decoupled from the global notion of actions, instead
depending only on the local information that it has observed.
By allowing different kinds of term in the OBSERVATION sort,
and axiomatising the Obs function in different ways, a wide
variety of domains can be modelled.

Let us begin by considering the standard account of knowl-
edge from [4]. Its basic assumption that “all agents are
aware of all actions” can be captured by allowing the OB-
SERVATION sort to contain ACTION terms and including the
following as an axiom:

a € Obs(agt,c,s) =a € ¢ (6)

What about sensing information? We can extend the OB-
SERVATIONS sort to contain terms of the form (Action =
Result) and axiomatize like so:

(a =r) € Obs(agt,c,s) =
a € cASR(a,s) =1 Aagent(a) =agt (7)
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Using equations (6,7) as axioms, our new account of knowl-
edge behaves identically to the standard account. To gen-
eralize this for partial observability of actions we introduce
a new action description predicate specifying when actions
will be observed by agents: CanObs(agt, a, s) indicates that
agent agt would observe action a being performed in situa-
tion s. We can then formulate Obs() according to:

a € Obs(agt,c,s) = a € ¢ A CanObs(agt, a, s)

There is an additional assumption in the standard han-
dling of sensing actions: only the agent performing a sensing
action is aware of its result. We can lift this assumption by
introducing an analogous predicate CanSense(agt,a, s) to
indicate when sensing information is available to an agent.
We then include bare action terms in an agent’s observa-
tions when it observes the action but not its result, and
(Action=Result) terms when it also senses the result:

a € Obs(agt,c,s) =a € c
A CanObs(agt, a, s) AN ~CanSense(agt, a, s)

(a=r) € Obs(agt,c,s) =a € cANSR(a,s) =r
A CanObs(agt, a, s) A CanSense(agt, a, s)

This allows one to explicitly axiomatize the conditions
under which an agent will be aware of the occurrence of
an action. Even more complex domains can be modelled
by further refining the Obs function, without modifying the
dynamics of knowledge update.

4. REASONING

Standard regression techniques cannot be applied to our
formalism, since equation (4) uses <ppy and so universally
quantifies over situations. We have developed an effective
reasoning procedure by using the persistence condition meta-
operator [1] to augment the regression techniques in [4].

Assuming that the knowledge fluent K appears only in
the context of a Knows macro, we propose the following to
replace the regression clause in [4] for Knows:

Ro(Knows(agt, ¢, do(c, s))) =
Jo.Obs(agt,c,s) = o A [o={} — Knows(agt, ¢, s)]
A [0 # {} — Knows(agt, Vc'. Obs(agt,c’,s) = o
APoss(c', s) — Ro(Pp(, PbU (agt))[do(c, 5)]),5)]  (8)

As required, this reduces a knowledge query at do(c, s) to
a knowledge query at s. It is also intuitively appealing: to
know that ¢ holds, the agent must know that in all situa-
tions that agree with its observations, ¢ cannot become false
without it perceiving an observation.

‘We must also specify the regression of Knows in the ini-
tial situation, as equation (5) also uses <ppy. This clause
results in standard first-order modal reasoning over the Ko
relation, similarly to [4]:

Rp (Knows(agt, ¢7 SO)) =
Vs Ko(agt, s, So) — Pp(¢, PbU (agt))[s] (9)

The proof that our modified regression operator in equa-
tions (8,9) preserves equivalence proceeds by expanding the
definition for Knows using our new successor state axiom
for K, collecting sub-formulae that match the form of the

Knows macro, and using regression and persistence to ren-
der the resulting knowledge expression uniform in s. Space
restrictions prohibit a detailed exposition.

We can thus handle knowledge queries using regression,
the standard technique for effective reasoning in the situa-
tion calculus. However, it would be unreasonable for a sit-
uated agent to ask “do I know ¢ in the current situation?”
using the situation calculus query D = Knows(agt, ¢, s),
as it cannot be expected to have the full current situation
s. However, it will have its current observation history h.
The regression rules in equations (8,9) can be modified to
operate using an observation history rather than a situation
term, with the result being significantly simpler due to the
absence of empty observation sets:

Ro(Knows(agt, ¢,0- h)) =
Knows(agt, Ve . Obs(agt, c,s) = o
A Poss(c, s) — Rp(Pp(¢p, PbU (agt))[do(c, s)]), h) (10)

Rp(Knows(agt, ¢, €)) =
Vs. Ko(agt, s, So) — Pp (¢, PbU (agt))[s] (11)

It is a straightforward consequence of Theorem 1 that
Ro(Knows(agt, ¢, s)) and Rp(Knows(agt, ¢, ObsHist(s)))
are equivalent. Agents can thus reason about their own
knowledge using only their local information.

5. CONCLUSIONS

In this paper we have significantly increased the scope of
the situation calculus for modeling knowledge in complex
domains, where there may be multiple agents and partial
observability of actions. By explicitly reifying the obser-
vations made by each agent as the world evolves, we have
generalized the dynamics of knowledge update. Despite re-
quiring universal quantification over future situations, we
have shown that the regression operator can be adapted
to allow effective reasoning within our new formalism. It
can also be used to reason from the internal perspective of
a single agent, allowing agents to reason about their own
world based solely on their local information. With our new
semantics of knowledge, the situation calculus is well posi-
tioned for representing, reasoning about, and implementing
more complex, realistic multi-agent systems.
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